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Where Did the Impacts of Generative AI Come from?
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Generative Al s having various impacts on society.
We will review the connections of technologies and
factors behind this influence through keywords.
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The size of the datasets used for training generative
Al has significantly increased.
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Even the researchers of Al were surprised!
of Al research and
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Generated an explosive increase in users!
Flexible and natural responses in real-time
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Investment poured in due to the more
predictable returns compared to other
technologies
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ion of controversy risks
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AI's outputs to be controllable
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As a result of greatly increasing the training
data, it was discovered that under certain
conditions, performance can improve
exponentially following Scaling law.
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Utilization of Self-supervised learning
(fill-in-the-blanks problems)
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Creating human-labeled training data was
bottleneck. By using vast amounts of text
from the web, Al could leave parts of blank
to create gapped sentences, and then use
the original text as teacher data. This
allowed the training data to be increased
dramatically.

was favored to many people, and
development companies were able to
reduce the risk of criticism, investment
withdrawal, and user attrition caused by
inappropriate outputs.
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Breeding by Reinforcement Learning

from Human Feedback (RLHF)
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If biases present in the training data are
replicated, the generated outputs can
become offensive or biased. In the case of
ChatGPT, experts called “labelers” were used
as teachers to train the model to provide
responses that are desirable to a wide
range of people.
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Emergence of In-context learning
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The ability to generate contextually
appropriate responses based on topics and
situations, without the need to fine-tune
generative Al has been achieved through
learning from interactions with users. This
was an outcome that even the researchers
had not initially anticipated.
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Many generative Als that perform in-context
learning are based on a deep learning
model called Transformer. The

self-attention mechanism inherent in
Transformer allows the model to adjust its
behavior. This is similar to “tuning” itself
when taking into account user inputs and
the context of the generated text.
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